
AI Maturity Model for GxP Application
A Foundation for AI Validation in the Pharmaceutical Industry, Part 1

Artificial intelligence (AI) has become one of the supporting pillars 

for digitalization in many areas of the business world. The pharma-

ceutical industry and its GxP-regulated areas also want to use AI in 

a beneficial way. Several pharmaceutical companies are currently 

running digital pilots, but only a small fraction follows a system-

atic approach for the digitalization of their operations and valida-

tion. However, the assurance of integrity and quality of outputs via 

computerized system validation is essential for applications in GxP 

environments. If validation is not considered from the beginning, 

there is considerable risk for AI-based digital pilots to get stuck in 

the pilot phase and not move on to operations.

There is no specific regulatory guid-
ance for the validation of AI applica-
tions that defines how to handle the 
specific characteristics of AI. The first 
milestone was the description of the 
importance and implications of data 
and data integrity on the software de-
velopment life cycle and the process 
outcomes. 

No life-science- specific classifica-
tion is available for AI. There are cur-
rently only local, preliminary, general 

AI classifications that were recently 
published.

This lack of a validation concept 
can be seen as the greatest hurdle for 
successfully continuing digital prod-
ucts after the pilot phase. Neverthe-
less, AI validation concepts are be-
ing discussed by regulatory bodies, 
and first attempts at defining regula-
tory guidance have been undertaken. 
For example, in 2019 the US Food 
and Drug Administration published 

a draft guidance paper on the use of 
AI as part of software as a medical 
device, which demonstrates that the 
regulatory bodies have a positive at-
titude toward the application of AI in 
the regulated industries.

Introducing a Maturity Model

As part of our general effort to de-
velop industry-specific guidance for 
the validation of applications that 
consider the characteristics of AI, 
the ISPE D/A/CH (Germany, Austria, 
and Switzerland) Affiliate Working 

Group on AI Validation recently de-
fined an industry-specific AI matu-
rity model (see figure). In general, 
we see the maturity model as the 
first step and the basis for devel-
oping further risk assessment and 
quality assurance activities. By AI 
system maturity, we mean the ex-
tent to which an AI system can take 
control and evolve based on its own 
mechanisms, subject to the con-
straints imposed on the system in 

the form of user or regulatory re-
quirements.

Our maturity model is based on 
the control design, which is the capa-
bility of the system to take over con-
trols that safeguard product quality 
and patient safety. It is also based on 
the autonomy of the system, which 
describes the feasibility of automati-
cally performing updates and thereby 
facilitating improvements.

We think that the control design 
and the autonomy of an AI applica-
tion cover critical dimensions in judg-
ing the application’s ability to run in a 
GxP environment. We thus define ma-
turity here in a two-dimensional ma-
trix spanned by control design and 
autonomy and propose that the de-
fined AI maturity can be used to iden-
tify the extent of validation activities.

Control Design

Control design is a five-stage process. 
In stage 1, the applications run in 
parallel to GxP processes and have no 
direct influence on decisions that can 
impact data integrity, product quality, 
or patient safety. This includes appli-
cations that run in the product-crit-
ical environment with actual data. 
The application may display recom-
mendations to the operators. GxP-rel-
evant information can be collected, 
and pilots for proof of concept are de-
veloped in this stage.

In stage 2, an application runs the 
process automatically but must be 
actively approved by the operator. If 
the application calculates more than 
one result, the operator should be 
able to select one of them. In terms 
of a 4-eye principle (i.e., indepen-
dent suggestion for action on the one 
hand and check on the other hand), 
the system takes over one pair of 
eyes. It creates GxP-critical outputs 
that have to be accepted by a human 
operator. An example for a stage 2 
application would be a natural lan-
guage generation application creat-
ing a report that has to be approved 
by an operator.

In stage 3, the system runs the 
process automatically but can be in-
terrupted and revised by the opera-
tor. In this stage, the operator should 
be able to influence the system out-
put during operation, such as decid-
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ing to override an output provided by 
the AI application. A practical exam-
ple would be to manually interrupt 
a process that was started automat-
ically by an AI application.

In stage 4, the system runs auto-
matically and controls itself. Techni-
cally, this can be realized by a con-
fidence area, where a system can 
automatically control whether the in-

put and output parameters are within 
the historical data range. If the in-
put data are clearly outside a defined 
range, the system stops operation 
and requests input from the human 
operator. If the output data are of low 
confidence, retraining with new data 
should be requested.

In stage 5, the system runs auto-
matically and corrects itself, so it not 
only controls the outputs but also ini-

tiates changes in the weighting of 
variables or by acquiring new data to 
generate outputs with a defined value 
of certainty.

To our knowledge, there are cur-
rently no systems in pharmaceutical 
production at level 4 or 5. Neverthe-
less, with more industry experience, 
we expect applications to evolve for 
applications at levels 4 and 5.

Autonomy

Autonomy is represented in six 
stages. In stage 0, there are AI appli-
cations with complex algorithms that 
are not based on machine learning 
(ML). These applications have fixed 
algorithms and do not rely on train-
ing data. In terms of validation, these 
applications can be handled similar 
to conventional applications.

In stage 1, the ML system is used 
in a so-called locked state. Updates 
are performed by manual retraining 
with new training data sets. As the 
system does not process any meta-
data of the produced results by which 
it could learn, the same data input al-
ways leads to the generation of the 
same output. This is currently by far 
the most common stage. The retrain-
ing of the model follows subjective as-

sessment or is performed at a regular 
interval.

In stage 2, the system is still op-
erating in a locked state, but updates 
are performed after indication by the 
system with a manual retraining. In 
this stage, the system is collecting 
metadata of the generated outputs 
or inputs and indicates to the system 
owner that a retraining is required 
or should be considered, e.g., in re-
sponse to a certain shift in the distri-
bution of input data.

In stage 3, the update cycles are 
partially or fully automated, leading 
to a semi-autonomous system. This 
can include the selection and weight-
ing of training data. The only human 
input is the manual verification of the 
individual training data points or the 
approval of the training data sets.

In stage 4 and stage 5, the system 
is completely autonomous with rein-
forced ML independently based on 
the input data.

In stage 4, the system is fully au-
tomated and learns independently 
with a quantifiable optimization goal 
and clearly measurable metric. The 
goal can be defined by optimizing one 
variable or a set of variables. In pro-
duction, the variables could be the 
optimization of the yield and selectiv-
ity of certain reactions.

In stage 5, the system learns in-
dependently without a clear metric, 

exclusively based on the input data, 
and can self-assess its task compe-
tency and strategy and express both 
in a human-understandable form. Ex-
amples could be a translation appli-
cation that learns based on the feed-
back and correction of its user. If the 
user suddenly starts to correct the in-
puts in another language, in the long 
term, the system will provide transla-
tions to the new language.
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This article, which is part 1 of an 
excerpt from a more in-depth arti-
cle first published in the March/
April 2022 issue of ISPE Pharma-
ceutical Engineering, was devel-
oped as part of a larger initiative re-
garding AI validation. The maturity 
model is the first step. In fact, many 
other topics such as data manage-
ment or risk assessment have to be 
considered in the validation of AI. 
The basic maturity model will have 
an influence on the risk assess-
ment of the AI application.
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Industry-specific AI maturity model defined by the ISPE D/A/CH  
(Germany, Austria, and Switzerland) Affiliate Working Group on AI Validation.
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“Our maturity model is 
based on the control design, 
which is the capability of the 
system to take over controls 

that safeguard product  
quality and patient safety.”
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